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1. INTRODUCTION

A stochastic weather generator is a numerical model
which produces synthetic daily time series of a suite of
climate variables, such as precipitation, temperature
and solar radiation (Richardson 1981, Richardson &
Wright 1984, Racsko et al. 1991). Weather generators
are site-specific models that require calibration against
observed daily weather data for the site. They are
mainly used to produce long weather time series in
order to assess risk in hydrological, agricultural and
other applications since the lengths of observed time
series are often insufficient to allow a good estimation
of the probability of extreme impact events. Recently,

weather generators have also been used in climate
change studies to produce daily site-specific scenarios
of future climate (Wilks 1992, Mearns et al. 1997,
Semenov & Barrow 1997). This is achieved by applying
the predicted changes in climate means and variability
obtained from global climate models to the weather
generator parameters.

Impact assessments are now often made on high res-
olution grids or at multiple sites across a region where
observed weather records are not available (Harrison
et al. 1995). Several interpolation techniques, such as
kriging (Phillips et al. 1992), thin plate smoothing
splines (Hutchinson 1995a) or the precipitation-eleva-
tion regression on independent slopes model (PRISM)
(Daly et al. 1994), have been developed to interpolate
the monthly means of climate variables, with the
emphasis on the interpolation of rainfall in mountain-
ous areas. Rainfall has the greatest variability in time
and space of the climatic variables and so makes the
greatest demand on such analysis. 
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However, many impact models require daily
weather data and so a different approach is required.
Rather than interpolating the climate variables directly
(see, for example, Running et al. 1987), the parameters
of a weather generator for each of the observed sites
can be interpolated, with the resulting parameters
being used by the weather generator to produce syn-
thetic daily data for the unobserved locations. This has
been done previously for WGEN in the USA (Richard-
son & Wright 1984, Hanson et al. 1994), with each indi-
vidual parameter except for precipitation being spa-
tially interpolated across the USA. For precipitation,
parameters from the nearest station or the arithmetic
average of parameters from stations within 100 miles
(~161 km) were used. However, no relationship be-
tween precipitation and elevation was considered. 

The aim of this paper is to develop and test a method
for the spatial interpolation of the LARS-WG stochastic
weather generator (Semenov et al. 1998). LARS-WG
has been used in European studies of the effect of cli-
mate change on agriculture at the site scale (Harrison
et al. 1995). It uses semi-empirical distributions for
many of the weather variables rather than pre-defined
distributions, which gives it greater flexibility in repro-
ducing different climates. A recent study showed that
LARS-WG performs well in diverse climates around
the world (Semenov et al. 1998). However, as a conse-
quence of its structure, the number of parameters of
LARS-WG is much larger than for WGEN, and there
are also several interdependencies between these
parameters. Therefore, a direct spatial interpolation of
each individual parameter is not a feasible option for
LARS-WG, particularly as sites with long records of
daily data are often sparsely situated. The paper
describes the method for a spatial interpolation of
LARS-WG in Great Britain which combines the local
interpolation of LARS-WG parameters using neigh-
bouring sites to the target site with a further adjust-
ment based on the global interpolation of monthly
weather averages available from an extensive data set
covering Great Britain.

2. DESCRIPTION OF LARS-WG STOCHASTIC
WEATHER GENERATOR

LARS-WG is based on the series weather generator
described in Racsko et al. (1991) with a detailed de-
scription being given in Semenov et al. (1998). LARS-
WG produces synthetic daily time series of maximum
and minimum temperature, precipitation and solar
radiation. The weather generator uses input observed
daily weather for a given site to determine parameters
specifying probability distributions for weather vari-
ables as well as correlations between the variables.

The generation procedure to produce synthetic
weather data is then based on selecting values from
the appropriate distributions using a pseudo-random
number generator.

The weather generator distinguishes dry and wet
days depending on whether the precipitation is greater
than zero. Precipitation is modelled using semi-empir-
ical probability distributions for each month for the
lengths of series of wet and dry days and for the
amount of precipitation on a wet day. A semi-empirical
distribution Emp = {e0, ei; hi, i = 1, …, 10} is a histogram
with 10 intervals, [ei–1,ei), where ei–1 < ei and hi

denotes the number of events from the observed data
in the i th interval. In the case of precipitation, e0 = 0.
The histogram has the effect of slightly smoothing the
exact distribution of the empirical values. Since there
are typically many small values but also a few large
values for these distributions, the interval size in-
creases as i increases.

Minimum temperature, maximum temperature and
radiation are related to the amount of cloud cover, and
so LARS-WG uses separate wet and dry day distribu-
tions for each of these variables. The normal distribu-
tion is used for the temperature variables with the
mean and standard deviation varying daily according
to finite Fourier series of order 3. Time auto-correla-
tions used for minimum and maximum temperature
are constant through the year for the particular site
and the cross-correlation of the standardised residuals
from the daily mean is pre-set for all sites at 0.6. Semi-
empirical distributions with equal interval size are
used for solar radiation (for more details, see Semenov
et al. 1998).

For a given set of parameters, LARS-WG produces
synthetic data one day at a time by first determining
the precipitation status of the day. The data consists of
alternate wet and dry series and, when the end of one
series is reached, the length of the next is chosen from
the wet or dry series semi-empirical distribution for
that month. For a wet day, the amount of precipitation
is taken from the precipitation distribution for the
month, and the temperature and radiation values are
taken from the wet day distributions and correlation
coefficients applied. The dry day distributions are ap-
plied on dry days. Values from the semi-empirical dis-
tributions are chosen by first selecting one of the inter-
vals (using the proportion of events in each interval as
the selection probability), and then selecting a value
within that interval from the uniform distribution.

The use of semi-empirical distributions gives flexibil-
ity to the generator, allowing it to model a wide variety
of distributions. Analysis of observed data from many
sites around the world has shown that the shapes of
most of the variables can vary considerably (Semenov
et al. 1998). Standard distributions were only consid-
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ered to be satisfactory for temperature, of which the
residuals are modelled by the normal distribution and
the annual variation in mean and standard deviation
by Fourier series. The weather generator has been
tested for 18 sites in the USA, Europe and Asia chosen
to represent a range of climates and was able to repro-
duce most of the characteristics of the observed data
well at each site (Semenov et al. 1998).

3. SPATIAL INTERPOLATION PROCEDURE

3.1. Data available and outline of procedure

Two data sets of observed weather were available.
The first consisted of 138 sites in Great Britain with
daily values of minimum and maximum temperature,
precipitation and radiation or sunshine hours over rel-
atively long periods of between 20 and 40 yr. The sec-
ond data set contained monthly means of precipitation
for 2376 stations and of minimum and maximum tem-
perature for 623 stations for 1961–1990, supplied by
the U.K. Met. Office through the Climate Impacts LINK
project. The coverage of this latter data set for precipi-
tation, particularly, is extremely good throughout
Great Britain.

The spatial interpolation procedure combines global
and local interpolation. A certain regularity in the spa-
tial behaviour of monthly means of weather variables
can be expected but this is unlikely to be the case for
every single parameter of the weather generator. For
example, the shape of the distribution of daily precipi-
tation or solar radiation is the result of many factors, of
which the local weather circulation patterns can be
very important. The global interpolation of each indi-
vidual parameter (11 for the interval end points and 10
for the frequencies) of the semi-empirical distributions
could produce false local effects, particularly as there
are few stations with sufficient daily data. It is there-
fore more appropriate to interpolate the parameters
locally with an imposed interpolation method.

Similarity in the nature of the distributions of the
weather variables for nearby sites is expected since the
sites will normally be subject to the same basic type of
weather on each day. However, systematic differences
can occur particularly if the sites are at significantly
different elevations, with precipitation tending to
increase and temperature tending to decrease with
elevation. It is difficult to adjust the precipitation para-
meters of the neighbouring sites for the difference in
elevation because the relationship varies depending
on the local conditions (Daly et al. 1994).

The interpolation procedure devised consists of an
initial local interpolation in which the weighted aver-
age of each of the weather generator parameters for 3

neighbouring sites is calculated. The distributions for
precipitation and temperature of the target site are
then adjusted in a way that accounts for the effects of
site elevation. The monthly average precipitation and
temperature data are globally interpolated by a thin
plate spline function using elevation as an indepen-
dent variable in addition to the geographical co-ordi-
nates (Hutchinson 1995b). The parameters for precipi-
tation and temperature at the target site are adjusted
based on the mean values predicted by the spline func-
tion. The resulting parameter file can be used by
LARS-WG to generate synthetic weather data series of
any length for the target site. The next sections
describe the interpolation procedures in detail. 

3.2. Local interpolation

This step consists of the local interpolation of all the
LARS-WG parameters, namely, the semi-empirical dis-
tributions for wet and dry series, precipitation and
solar radiation, the Fourier coefficients for temperature
and the temperature and radiation correlation coeffi-
cients. The procedure devised is described for the gen-
eral interpolation of N sites with weighting coefficients
w1, w2, …, wN where 

(1)

The weightings should reflect the likely relative
strength of the relationships between each site and the
target site. They will therefore normally depend on the
distance and possibly the direction from the target site.
For example, the implementation of the procedure
described in Section 4 used 3 neighbouring sites
weighted proportionally to the inverse distance from
the target site.

The interpolation of the semi-empirical distributions
aims to interpolate both the shape and the range of the
distributions. Consider the interpolation of 2 sites, A
and B, with equal weighting (e.g. the same distance
from the target but in opposite directions) where, for
example, solar radiation at both sites approximately
follows a normal distribution. If the mean radiation on
dry days in July at Site A is 14 and at Site B is 18 and
the standard deviation is small, a simple averaging of
the relative frequencies will produce a distribution for
the target site with peaks at 14 and 18. However, the
most plausible distribution is a normal distribution
with mean 16, which, since the variable can only take
positive values, is best achieved by re-scaling the dis-
tributions. Similar reasoning applies for precipitation
and wet and dry series, although the shape of these
distributions is usually such that the relative frequen-
cies tend to decrease as the variable increases.
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The semi-empirical distributions each consist of 10
intervals and frequency values for each interval. The
interpolation is carried out by matching the corre-
sponding intervals (i.e. the fifth interval for each site is
matched etc.) and averaging both the end points and
the relative frequencies. The averaging of the end
points approximately re-scales the distributions, which
are then mixed by averaging the relative frequencies.
This provides a pragmatic estimate of the likely distri-
bution at the target site. The end points and relative
frequencies of the interpolated distribution are there-
fore given by Ej and Rj respectively, where

( j =  0, 1, …, 10) (2)

( j =  1, 2, …, 10) (3)

where eij and ri j are the end points and relative fre-
quencies of the j th interval of site i.

Since the shape of the daily temperature distribu-
tions for wet and dry days are fixed as the normal dis-
tribution, it is sufficient to simply average the mean
and standard deviation values. For each site i, these
are given by a Fourier series, ƒi (t), of order 3, so that

(4)

where t = Julian day and ω = 2π/365.
Each Fourier series for the target site has the same

form as Eq. (4) with cosine coefficients, Aj, and sine
coefficients, Bj, given by

( j =  0, ..., 3) (5)

( j =  1, ..., 3) (6)

The target site time auto-correlation coefficients (for
minimum and maximum temperature and radiation)
are also the weighted averages of the neighboring site
values.

3.3. Global interpolation and adjustment 
of parameters

This second step in the procedure uses the detailed
database of mean values to adjust the distributions of
precipitation and temperature to account for the effect
of elevation, taking advantage of the better spatial cov-
erage of the mean value data. Typically, precipitation
increases with elevation although the amount of the
increase depends on the precise local conditions. A lin-
ear regression between precipitation and elevation has

been used for several regions (Peck & Brown 1962,
Osborn 1984). A better signal can probably be ob-
tained by using the broad-scale (average) elevation
over the grid of, say, 2 to 3 km (known as the spatial
scale of the orographic effect) rather than the actual
point elevation of the station. There are many other
important factors and the PRISM model calculated a
local regression equation based on relating stations sit-
uated on the same slope (Daly et al. 1994). 

In order to make the results more generally applica-
ble to regions where detailed terrain topography is
not known, a different approach was used here. Par-
tial thin plate smoothing splines, using elevation and
geographical co-ordinates as independent variables,
were shown to perform well in interpolating mean
precipitation in southeastern Australia (Hutchinson
1995b). A recent comparison of the thin plate smooth-
ing spline with the geostatistical method (kriging)
showed the close formal connection of both methods
(Hutchinson & Gessler 1994). The main advantage of
the splines over geostatistical methods is that the
splines do not require prior estimation of the spatial
auto-covariance structure, which can be difficult to
obtain. The general procedure is therefore to fit spline
surfaces for the mean values of precipitation and tem-
perature for each month and to use this information to
adjust the locally interpolated parameters. This could
also be applied to solar radiation if such a data set
was available. 

The ANUSPLIN computer program (Hutchinson
1995b) was therefore used to fit a spline surface to the
observed data points for precipitation and minimum
and maximum temperature. The northing and easting
grid coordinates and elevation were all considered as
independent variables. The spline method balances
fitting a smooth surface to the points against closely
matching each point, and it is thought that it works
best if the typical rate of response of the dependent
variable is about the same for each independent vari-
able for the scale used (Hutchinson 1995b). In our situ-
ation, the choice of coordinates appeared to make little
difference to the fits of the target sites. The grid coor-
dinates here were specified in units of 10 km and the
elevation in kilometres. The spline method does not
require a regular distribution of data points. When
there are a large number of data points, it is sometimes
necessary to use a restricted set of points for the spline
function to converge to a successful solution. The
ANUSPLIN program includes a module for choosing
such a sub-set by eliminating points that are close to
other points. In calculating the precipitation spline
functions, the data set was reduced to 750 stations,
whereas all the 623 temperature sites were used for
the maximum and minimum temperature functions.
Once the spline functions have been calculated the
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predicted mean values for any target site can be ob-
tained simply by evaluating the function (using
another module of the ANUSPLIN program). 

For a given site, the spline monthly mean precipita-
tion values are evaluated and the daily precipitation
distribution obtained by the local interpolation ad-
justed so that the monthly mean of the resulting distri-
bution will equal the spline value. The first step in
making the adjustment is to calculate the mean
monthly precipitation values for the locally interpo-
lated distribution. The mean of the daily precipitation
distribution for a given month, p, is the sum of the rel-
ative frequencies multiplied by the mid-points of the
intervals

(7)

The mean lengths of the monthly wet and dry series,
w and d, are calculated from their distributions in the
same way. The estimated mean precipitation for the
month, P, is then given by

(8)

where l is the number of days in the month. Provided
that the average lengths of the wet and dry series are
short, as is the case for the UK, so that each month is
not greatly affected by series from the previous month,
the estimated mean will be close to the mean precipi-
tation of the data produced by the generator. The
adjustment then consists of multiplying the end points
of the daily precipitation distribution, Ej, by the spline
mean value, S, divided by P. 

( j =  1, …10) (9)

This scales the daily distribution (and therefore the
mean) by S/P so that the mean precipitation for the
month equals the spline mean value, S.

It is more difficult to make an adjustment for maxi-
mum and minimum temperature because, in each
case, the spline function models the overall monthly
mean whereas the parameter file uses separate distrib-
utions for wet and dry days. Mean minimum and max-
imum temperatures are first estimated for the locally
interpolated parameters for each month. For simplicity,
the values of the Fourier series at the mid-point of the
month are used as approximate estimates of the aver-
age daily values on wet and dry days. Denoting these
values for maximum temperature for the given month
by tmaxw and tmaxd, respectively, the estimated mean
maximum temperature for the month, TMAX, is given
by

(10)

The average of the spline less TMAX values for all 12
months is then calculated (i.e. the difference in annual
means) and the Fourier series for mean maximum tem-
perature for both wet and dry days adjusted by this
amount (by adding twice the value to the A0 coeffi-
cient). The same procedure is followed for minimum
temperature. 

There are other ways in which temperature could be
adjusted. In particular, average lapse rates could be
calculated from the mean value statistics for the rela-
tionship between temperature and elevation and the
neighbouring sites adjusted before the local interpola-
tion is carried out. However, such rates will tend to
vary with climate. 

4. EVALUATION OF THE INTERPOLATION
METHOD

To test the methodology, 3 sites were chosen from
the 138 sites with daily weather data and interpolated
from the remaining data using the interpolation proce-
dure described in Section 3. The 3 sites were removed
from the data points used to fit the spline surface as, in
general, the target sites for the interpolation will usu-
ally be locations with no observed data. Synthetic
weather data produced by LARS-WG from the interpo-
lated file was then compared both with the observed
data for the site and with the synthetic weather data
generated by LARS-WG using the parameter file
derived directly from the observed data.

4.1. Choice of test sites

The 3 test sites, Buxton, Redesdale and Pershore,
were chosen to give a variety of test conditions. In each
case, the local interpolation uses 3 neighbouring sites,
with the target site being situated within the triangle
formed by its neighbours. The database of 138 sites
allows 3 such sites to be found for most locations in
Great Britain (the main exception being near the coast)
and this is considered to be the most appropriate
approach in the majority of cases. The same methodol-
ogy can still be applied if the shape formed by the
neighbouring sites does not contain the target site. In
some cases, where 3 sites exist surrounding the site,
there may be another site much closer to the target
than one of the chosen sites so that it may be prefer-
able to use this site instead. The locations of the target
sites and their neighbours are shown in Fig. 1. The grid
references and summary weather statistics are shown
in Table 1.

Buxton was chosen as a site that is likely to be diffi-
cult to model closely by interpolation. It is considerably  
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higher than any of its neighbouring
sites, being situated on the western
side of the Pennine hills, with the pre-
vailing weather coming from the west.
Consequently Buxton is considerably
wetter and cooler than its neighbours.

Redesdale is also a site at quite a
high elevation. However it is on the
east side of the Cheviot Hills and,
being in a rain shadow, has similar
rainfall to Boulmer (a coastal site) and
Hayden Bridge (in a valley at the
northeast edge of the Pennines) even
though they are at much lower alti-
tude. Eskdalemuir is much further west
and has much higher rainfall. As with
Buxton and its neighbours, the de-
crease in temperature with elevation is
noticeable in the comparison of these
sites. The temperature adjustments
made in the interpolation method (Sec-
tion 3.3) are shown in Table 2. There
are considerable distances between
the sites (the database sites tend to be
more sparsely situated further north)
and Boulmer may have different char-
acteristics to the others because of its
coastal situation. Again, Redesdale
would also be expected to be a difficult
site to interpolate well. 

On the other hand, the successful
interpolation of Pershore should be
much easier because the neighbouring
sites are at similar elevation and the
sites are quite close together. As a
result, there is little difference in aver-
age precipitation or temperature.
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Fig. 1. Locations of target sites and their neighbours used in the validation of 
the interpolation method (details in Table 1)

Site Latitude Longitude Altitude Annual total Annual mean Distance to Years
(°N) (°E) (m) rain (mm) temperature (°C) target site (km)

Manchester 53.35 –2.27 75 806 9.5 26 1949–1995
Keele 53.00 –2.27 179 787 8.7 36 1959–1995
Warsop 53.22 –1.12 46 629 9.0 53 1959–1995
Buxton 53.25 –1.92 307 1286 7.8 0 1959–1995

Boulmer 55.42 –1.60 23 647 8.6 46 1975–1995
Hayden Bridge 54.97 –2.25 79 724 8.6 31 1959–1995
Eskdalemuir 55.32 –3.20 242 1550 7.0 59 1957–1992
Redesdale 55.25 –2.27 244 873 7.0 0 1970–1995

Preston Wynne 52.12 –2.50 84 660 9.2 31 1959–1995
Cheltenham 51.90 –2.05 65 743 10.10 20 1959–1995
Luddington 52.17 –1.75 56 612 9.5 23 1968–1989
Pershore 52.08 –2.05 40 637 9.9 0 1959–1995

Table 1. Geographical, precipitation and temperature characteristics of the target sites and their neighbours used in the valida-
tion of the interpolation method. Periods of available data are also shown
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4.2. Tests carried out

The interpolation procedure results in an interpo-
lated parameter file that can be used by LARS-WG to
produce synthetic weather data for the target site. The
best synthetic data that LARS-WG can produce is that
using the parameters derived directly from the
observed data. Most of the tests therefore compare
output data generated by LARS-WG using these 2
files.

The parameter values themselves were not formally
compared because it is the LARS-WG output rather
than the parameters that would be used in modelling
studies, although a comparison of the parameter val-
ues helps to explain any differences. In addition, the
interactions of the parameters makes the effects of
differences in the parameter values on the output
weather data difficult to calculate. The interactions
also mean that it is difficult to derive analytically the
resulting distributions of the synthetic weather data
that LARS-WG will produce. For example, maximum
and minimum temperatures for a given month result
from the interaction of the choice of wet and dry spells
with the separate wet and dry temperature distribu-
tions. The spells from one month may continue into the
next and the parameters of the temperature distribu-
tions vary from day to day. Successive values are also
correlated, as are the maximum and minimum values. 

Therefore, 100 yr of synthetic weather data were
generated by LARS-WG using the interpolated para-
meter file, and 100 yr generated using the observed
data parameter file. These 2 data sets were then statis-
tically compared. To simplify the discussion, these will
be described as interpolated data and directly gener-
ated data respectively. LARS-WG automatically calcu-
lates summary statistics for each month for all 4
weather variables (precipitation, minimum and maxi-
mum temperature and radiation) and these values were
compared. These consist of the mean, the standard de-
viation of the daily values for the month (except for pre-
cipitation) and the inter-annual standard deviation of
the monthly means. Table 3 shows the average of each
of these statistics for the 12 months and the root mean
square error of the interpolated compared to the di-
rectly generated weather data. The spline predictions
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Max. temperature (°C) Min. temperature (°C)

Buxton 1.84 0.87
Redesdale 1.38 1.54
Pershore –0.20– –0.39–

Table 2. Temperature adjustments made to maximum and 
minimum temperature at Buxton, Redesdale and Pershore
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Fig. 2. Comparison of observed and interpolated monthly totals of precipitation and monthly mean maximum and minimum
temperature at Buxton, Redesdale and Pershore
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for monthly mean precipitation and temperature are
compared with the observed values in Fig. 2.

The interpolated data can also be compared with the
observed data. However, some of the differences will
be due to the limitations of LARS-WG, rather than
being due to the interpolation process. Generally,
LARS-WG reproduces most of the characteristics of
input observed data well so that comparisons with the
observed or directly generated data will give similar
results. The main shortcoming found when LARS-WG
was tested for 18 sites worldwide was that the syn-
thetic data generated tend to have a lower standard
deviation of monthly means than the observed data
(Semenov et al. 1998). Circulation patterns persisting
over several days or weeks will result in the observed
data containing complex time auto-correlations that
are not modelled by the weather generator. Such cor-
relations increase the variability of monthly means. 

LARS-WG implements a number of statistical tests to
compare the synthetic data produced by the weather
generator with the observed data on which it is based.
These are designed for the direct generation of syn-
thetic from observed data to test how well the weather
generator is performing in reproducing the character-
istics of the observed data. They are described in detail
in Semenov et al. (1998) and, as well as comparing the
mean and variances, they also test the distributions of
wet and dry series and precipitation, as well as the
agriculturally important extreme events of frost and
high temperature. These tests were carried out here by
comparing both the directly generated and the inter-
polated data with the observed data. The tests identify
cases in which the synthetic data would be unlikely to

come from the same distribution as the observed using
a 5% significance level. Even if the distributions were
identical, therefore, 1 out of 20 tests would be expected
to give a significant result. The number of such failures
is shown in Table 4 and a comparison of the interpo-
lated and directly generated values gives the addi-
tional number of failures resulting from the interpola-
tion process. However, the direct comparison of the
interpolated and directly generated data is a better test
in that it measures the magnitude of the differences
rather than the existence of statistically significant dif-
ferences, since the interpolation process would be
expected to introduce some such differences (Table 3).

4.3. Results

4.3.1. Buxton

The average annual precipitation for the interpo-
lated data is less than both the observed and the
directly generated data by about 8%. This is a result of
the spline under-estimating precipitation, mainly in
the winter months (Fig. 2). Buxton receives particularly
high rainfall because of its situation on the windward
side of the Pennines and so the rainfall is higher than
would be expected based just on its elevation. 

Examination of the parameters also shows that the
average length of the interpolated wet series is less
and of the interpolated dry series is more than that of
the directly generated parameters. The series are
obtained just by local interpolation and so this is a
result of the drier neighbouring sites having longer dry

145

Wet Rain Mean Var. Mean Inter- Var. Mean Inter- Var. Mean Inter- Var. Frost
and distri- rain rain Tmin ann. Tmin Tmax ann. Tmax rad. ann. rad. and 
dry bution var. var. var. hot

series Tmin Tmax Rad spells

Number of tests 8 12 12 12 12 12 12 12 12 12 12 12 12 8
Statistical test χ2 χ2 t-test F-test t-test F-test F-test t-test F-test F-test t-test F-test F-test χ2

Buxton, Gen 0 0 0 5 0 5 1 0 4 1 1 5 4 2
Buxton, Int 2 9 2 2 0 5 6 1 4 4 6 4 2 1

Redesdale, Gen 0 1 0 4 0 2 1 1 5 3 1 1 1 0
Redesdale, Int 4 10 2 1 1 2 2 3 7 4 7 1 4 2

Pershore, Gen 0 0 0 2 0 3 1 0 5 1 0 4 2 1
Pershore, Int 1 4 3 6 0 5 5 1 5 6 1 2 3 2

Table 4. Results of the statistical tests comparing the observed data for 3 sites with 2 datasets of 100 yr of synthetic data gener-
ated by LARS-WG. The first dataset was generated using a parameter file fitted to the observed weather (Gen) and the second
used a parameter file interpolated from neighbouring sites (Int). The variables compared for rainfall are the seasonal distributions
of wet and dry series, the distributions of daily rainfall for each month, monthly total mean rainfall and its variance (var.). For min-
imum (Tmin) and maximum (Tmax) temperature and for solar radiation (rad.), the monthly means, the inter-annual variances of
the monthly means (inter-ann. var.) and the within-month variances of the daily values were compared, as well as seasonal dis-
tributions of spells of temperature below 0°C and above 30°C (frost and hot spells). Values shown are the numbers of tests giving 

significant results at the 5% significance level
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spells (due to more dry days) than Buxton. There is no
mechanism in the methodology to adjust the lengths of
the locally interpolated dry and wet series, but the
series lengths are taken into account in adjusting the
daily precipitation distribution (Eq. 8). In the summer
months, for example, the mean monthly rainfall of the
interpolated data matches the observed mean rainfall
well since the spline values are quite accurate (Fig. 2).
The methodology achieves this despite the smaller
ratio of average lengths of wet to dry spells by having
higher average daily precipitation. For example, in
May the calculated mean precipitation values for the
directly generated and interpolated parameter files are
82.3 and 82.1 mm, respectively (the observed value is
79.7 mm). However, these values result from average
values of the wet spells, dry spells and daily precipita-
tion of 3.46 d, 3.30 d and 5.19 mm for the directly gen-
erated file, but from values of 3.14 d, 3.46 d and 5.57
mm for the interpolated file. The ratio of the average
lengths of wet series to dry series will tend to increase
as monthly precipitation increases, but a general rela-
tionship is unlikely to hold, making it difficult to derive
a robust adjustment on this basis.

The temperature statistics of the interpolated data
are all close to those of the directly generated data
since the spline does an excellent job in reproducing
the observed monthly means (Fig. 2). As already
explained, data generated by LARS-WG tends to have
a lower inter-annual standard deviation of monthly
means compared with the observed data and this is the
case here. Radiation data was not available at a suffi-
ciently large number of sites and so the interpolation
for this variable is purely local. The drier nature of the
interpolating sites (and, hence, less cloud) means that
radiation is slightly over-estimated in the interpolated
data in most months. Again, it might be possible in
future developments of the methodology to incorpo-
rate an adjustment based on precipitation levels.

In the statistical tests against the observed data
(Table 4), the main difference between the directly
generated and interpolated values is the increased
number of failures for the daily rainfall distribution,
monthly mean radiation and daily variability in tem-
perature. As already discussed, the interpolated rain-
fall parameters differ from the directly generated para-
meters (and, hence, the observed data) in both the
spell lengths and the daily rainfall distribution, al-
though the procedure ensures that the resulting
monthly mean values match the spline values. This
results in 9 failures for the test of the daily rainfall dis-
tribution for the interpolated data but only 2 for the
monthly means. The purely local nature of the radia-
tion interpolation procedure leads to 6 failures for the
tests on mean radiation. The daily temperature stan-
dard deviations are also obtained simply by local inter-

polation and tend to be slightly under-estimated,
resulting in more significant values in statistical tests.
For most statistics, however, the interpolated data
matches the observed data well.

4.3.2. Redesdale

The spline overestimated precipitation in all months
at Redesdale. This is the opposite situation to Buxton,
since Redesdale is in a rain shadow and so has less pre-
cipitation than would be expected based just on its ele-
vation. As with Buxton, the lengths of the wet series
tend to be under-estimated and daily precipitation
over-estimated because 2 of the neighbouring sites are
drier. The third site, Eskdalemuir, has longer wet spells
(and much larger annual precipitation), but it is farther
from Redesdale than the other 2 sites and therefore
receives a smaller weighting. The results for tempera-
ture and radiation are very similar to those for Buxton
with a close match of the interpolated temperature sta-
tistics to those of the directly generated data. Radiation
values are slightly high because 2 of the sites are drier,
and the observed data have higher inter-annual vari-
ability of means than the weather generated data. The
over-estimation of precipitation results in many fail-
ures for the χ2 test on the daily precipitation distribu-
tion. The high variance in the monthly precipitation
means prevents the differences in monthly means from
being significant at the 5% level for this length of run
(only 2 significant values). 

4.3.3. Pershore

As with Buxton, the spline under-estimates precipi-
tation from October to January but gives a good match
for the rest of the year. The slightly wetter nature of 2
of the neighbouring sites results in the interpolated
mean wet spells tending to be a little longer than those
for the directly generated parameter file. Temperature
and radiation are both modelled well, giving results
similar to the other 2 test sites.

5. SUMMARY AND DISCUSSION

An interpolation procedure for the LARS-WG
weather generator, based on a combination of local
and global techniques, has been described. The local
method constructs the distribution of the weather vari-
ables using the distributions from neighbouring sites.
The sites used for this purpose must have relatively
long daily records of weather in order to enable calcu-
lation of reliable distributions. Such weather data are
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usually available only at a low spatial resolution. The
interpolation of the neighbouring sites can be used to
provide an estimate of the shape of the distribution at
an unobserved location. The global method, thin plate
spline interpolation, is used to calculate a spatial trend
in monthly statistics of a weather variable such as, for
example, monthly mean rainfall, taking into account
the elevation of the sites. To be successful, the thin
plate spline interpolation requires higher spatial cover-
age but with lower temporal resolution, such as
monthly means of the weather variables. The interpo-
lated distributions can then be re-scaled so that their
means match as closely as possible the values pre-
dicted by the spline. 

The interpolation method for LARS-WG was tested
in 3 different areas in Great Britain and showed a good
performance when compared to the observed data.
The main differences occurred when the spline was
unable to reproduce closely the observed mean values
of precipitation. Differences were also observed for
mean radiation since, in the absence of a spatially
detailed data set, only a local interpolation was carried
out. It may be possible to adjust radiation by relating it
to the amount of precipitation.

At present, the thin spline interpolation uses the
actual elevation of sites when calculating the relation-
ship between precipitation and elevation. The substi-
tution of actual elevation with ‘orographic’ elevation
averaged over 5 to 10 km2 may potentially improve the
precipitation-elevation relationship and, as a result,
improve the performance of the method (Daly et al.
1994, Hutchinson 1995b). A digital elevation model
(DEM) will be required to calculate average eleva-
tions.

One of the limitations of the described methodology
is that the generated weather time series at different
sites are not spatially correlated. For most agricultural
regional assessments, the analysis can be done sepa-
rately at different sites or grid-boxes without taking
into account inter-site correlation, because the inter-
actions between processes at different sites are very
weak. On the other hand, for some hydrological appli-
cations, such as flood prediction, the lack of spatial cor-
relation between daily rainfall would be crucial, be-
cause the total amount of precipitation over the whole
watershed needs to be estimated. The methodology for
developing a regional weather generator to produce
spatially correlated synthetic weather data with the
same characteristics as the observed data is unknown.
The current method takes into account the effects of
elevation, which are incorporated into the spline inter-
polation. Local irregular weather effects, such as
coastal effects, cannot be incorporated and so will only
be taken into account if one of the neighbouring sites
has similar characteristics.

The spatial interpolation of the LARS-WG generator
allows baseline daily weather data to be provided for
any location in Great Britain, which can then be used
in conjunction with impact models for impact assess-
ment studies. The interpolation procedure produces a
LARS-WG parameter file for the target location and
this also enables climate change scenarios to be con-
structed for any location, using the methodology de-
scribed in Semenov & Barrow (1997). This approach
takes daily data from a global climate model (GCM)
for the appropriate grid box and a comparison of con-
trol and perturbed runs is used to calculate changes in
precipitation intensity, duration of wet and dry spells
and temperature means and variances. These values
are then used to adjust the parameters of the weather
generator at the location of interest in order to simu-
late a site-specific daily climate change scenario.
Changes in the mean and variability can therefore be
incorporated into climate change scenarios in a con-
sistent and computationally inexpensive way. This
also avoids any interpolation of the predicted future
weather data.

The spatial interpolation of the LARS-WG generator
was applied here for Great Britain and showed a good
performance for the test sites. The interpolation
method could be applied in principle to any regions or
countries where sufficient weather data sets are avail-
able. Although the method is based on 2 models,
LARS-WG and ANUSPLIN, which have both been
shown to perform well for diverse climates and differ-
ent regions (Hutchinson 1995b, Semenov et al. 1998), it
does not necessarily mean that the spatial interpolation
will also perform well for every region. The perfor-
mance of the interpolation method needs to be tested
for a new region before it is used in impact studies. 

The interpolation method is very flexible from a
practical point of view. A new site with a long weather
record can easily be added to the database, by calcu-
lating the parameters of LARS-WG for the site, which
allows the site to be used in the local interpolation
without having to re-calculate the global characteris-
tics. 

The LARS-WG stochastic weather generator is
available from the authors (a Windows 95/NT version
of theLARS-WG stochastic weather generator can be
downloaded from http://www.lars.bbsrc.ac.uk/model/
larswg.html). A new version, which includes interpola-
tion for Great Britain, is under development and test-
ing and will be available soon.
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